
Under ECP and LLNL iCOE projects:
§ Several new vectors targeting GPUs
§ ManyVector: vector comprised of 

independent sub-vectors

§ MPI+X: wraps a local vector module 
implementation to enable MPI+X

SUNDIALS Vector Modules for Heterogeneous Systems

NVECTOR 
API

VECTOR MODULES

Parallel 
(MPI)

OpenMP

PETSc

OpenMP 
DEV

Serial

PTheread

CUDA RAJA

ParHyp
(hypre)

Trilinos
(Tpetra)

ManyVector MPI+X

Kokkos HIP

Motivation ARKode Background Multi-Physics Enhancements Conclusions, Etc.

“ManyVector” for multi-physics data partitioning

We are also finishing a new vector kernel for SUNDIALS that will support
multi-physics data partitioning, y =

⇥
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Multi-rate or data partitioning:
subvectors utilize distinct
processing elements within each
node, allowing optimal hardware for
each component.
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Multi-physics decompositions:
one physical system utilizes Comm1
while another utilizes Comm2;
inter-physics coupling is handled
with an MPI intercommunicator.



Under the SUNDIALS ECP project:

§ Redesigned solver interfaces will streamline interfacing to 
new linear/nonlinear solvers for heterogeneous systems

§ Added fused vector operations to reduce communication, 
increase data reuse, and have fewer kernel launches

§ Exploring batching linear solves, RHS function 
evaluations, and vector operations

§ Considering potential benefits of moving integrator 
functions to the GPU for some use cases

Other Efforts Targeting Heterogeneous System 


